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ﬁ AC WO r I d WI d e Communication

e Basic research in networking becomes a political priority

— European Commission
 FP6: 20 million € on situated and autonomic communication
 FP7:autonomic management - largest topic on Research Shopping List

— US NSF GENI (~PlanetLab_NG), FIND (~ EU Situated & Autonomic
Communication), DARPA NewArch, XG programs

— Germany: AC originated in Germany
* Industrial participation

— AC Forum (200+ members, 90+ observers)

— IBM, Hitachi, Cisco, Fujitsu, France Telecom, Deustche Telekom, ...

— Motorola: Autonomic Communication Lab. (J. Strassner, est. 2005)
 Response from Academia

— International conferences (4 in 2004, 39 in 2005) with AC topics

— IFIP: Autonomic Networking conference (Paris, Sept. 2006)

— |EEE Task Force on AC - Technical Committee soon

AC follows a pattern of a scientific avalanche —reaction of research
community and political forces to industry demand
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roxus| What Industry says

"The obstacle is complexity ... Dealing with it is the single

most important challenge facing the I/T industry”
Paul Horn, IBM

“Technology needs to manage itself”
Irving Wladawsky-Berger, IBM

“‘New EcoSystem is evolving, new ways of interaction, in

which network orchestrates"
Joelle Gauthier, Alcatel

“Service creation at service element’
Graca Carvalho, Cisco Systems

ICT complexity has to be appropriately handled at datagram level
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®Ozalp Babaoglu, UniBo  Autonomic

Communication

Self-management
- Self-awareness
-% Self-[re]configuration
g Self-optimisation
T Self-healing
o Self-protection
Hg)_; Self-adaptation (context)
Self-description (openness)
! Self-implementation

After http://www.research.ibm.com/autonomic/overview/elements.html
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Focus What NSF says

Dimensions in NeTS

@ Approaches

Paradigms
° Testbeds
=)

Architecture

y @ Evolvability
Radical
Innovation W w
° ()
i Capabilities

Strategic
, 3
Evolution

Technologies @

9 January 2005 NeTS Program

With the permission from the author _ _
Source: Guru Parulkar (NSF), The NeTS Program - Broadly Defined Networking Research
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Guru‘s Observatlon Communication

Network Research “Moving Out”

= -@-

Networking

Research Networking
Research

e Not sure if this is the right trend
— Short term benefits
— Not innovating new network paradigms or architectures

9 January 2005 NeTS Program

With the permission from the author
Source: Guru Parulkar (NSF), The NeTS Program
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Fokus Mesh Networking: Creativity

« Mesh Networking Research Challenges
(as identified by Freifunk people)

— Democracy: community self-healing
(keeping the state of consistency)

« C.f. anomaly detection, propagation of trust
and danger models

— “Kugel”: optimised bandwidth usage
» C.f. opportunistic radio (spectrum access)

— Self-deployment: optimal coverage
» C.f. co-design of protocols and topology

freifunk.net
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CEC: ICT Research Challenge = commuieatr
Embedded in Even Larger ICT

The global economy Embedded Systems S€Nnsors
Materials science pNano-sci

Biology Complex engineering processes

Energy systems

Businesses Tyaffic control

Large distributed control systems
Large databases and software systems

Communication networks
The Internet

Banking

Simulation Design Control

Large-scale interdependent, open| information processing systems
with
behaviour that is increasingly difficult to predict and control

We must understand how to engineer micro-properties so as to cause
desired macro-behaviour
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NTT DoCoMo: Post IP

oooooo
a® e,

Mobile Network Evolution Do Co)Mo

2G a -.mOde, 3G FIMA 4G Ubiquitous

i> Create new values

by expanding
Mobile to
‘ Ubiquitous World

no
«
© Mainichi Shimbun

Mobile Internet Mobile Multimedia Mobile Ubiquitous

¢ (P NW > O !

(&)
ucES W LAN|3G/3.5G 4G Non-cellula
" 3G CN
ATM
3G RAN
2G CN | |
PDC-P
[ 2GRAN | !
_?_4 2G voice
1997 2001 2005 2010 year

Copyright (C)2004, NTT DoCoMo, Inc. All right reserved <2>

With the permission from the authors. Source: Kazuo Imai, et. Al,, NTT DoCoMo,
A Proposal for Expanding 4G Networking Towards the Ubiquitous Worlds, WTC/ISS 2004
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NTT DoCoMo: Value Evolution  communicaior

aee
—— Lt

Service Values created by Mobile Ubiguitous “E’)“"

Mobility

Mobile System Monitoring
( Trouble watching, automatic driving )

‘. \\
» ACKINg |
Human Sensirg

Info
: 1'- P DiStribULIo;
Object rache Sensigs, D. [f/,OL/[/Q{/
( SCM, Qualit

ommunications
resolution video)

Ubiauity
Smart Atmosphere Control New User Interface
(Actuator, Smart Home & Office) (Gaming, Home Appliance, Robot)

Pervasive Computing
(Virtual Office, Virtual Terminal)

Copyright (C)2004, NTT DoCoMo, Inc. All right reserved <3>

With the permission from the authors. Source: Kazuo Imai, et. al., NTT DoCoMo,
A Proposal for Expanding 4G Networking Towards the Ubiquitous Worlds, WTC/ISS 2004
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B@ Clean Slate Design: 100 x 100 Project  commncaion

 Approach - Planned Evolution

— 100 Mbps (triple play) of connectivity

between all 100 Million American homes

P : $500B annual benefit to the U.S.
e Holistic deS'g N economy [Brookings Institute, 2001]

— explicitly consider economics, dependabillity,
and security issues while architecting the
network

 Leveraging network structure
— Co-design of topology and protocols

http://100x100network.org/
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e Technology induced problem

— Internet profit dilemma: carriers need to
Invest in the Internet infrastructure that is
hard to charge customers for

e Best-Effort
e Lack of settlement interfaces

e Convergence 250
200+

150+

E Traditional
M Internet 1001

50+

Source: CIMI Corp 0-

Billion $
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Forus CISCO: NGN - Ready Router

 Massively parallel and distributed
» 40 Gbps-capable line cards: processing for 100 million packets per

second (pps) Datagram processing workflows
— parsing, examining Layer 2 through Layer 7 information, prioritizing
traffic to quality of service levels, assigning VPN IDs, classifying and
filtering packets, and multicast functions, etc.

* “the next-generation router will be twice as fast as ASCI White!
primarily because the router can scale to 256 or more 40-Gbps line
cards — a phenomenal increase over today’s routers”

Linecards(100’s)

g’c’:f}?ss E Multi-Terabit
Source: Performance similarities of next- Interfaces 3——— Switching Fabric
generation routers and the largest
supercomputers, by Dan Lenoski the vice 7
president of engineering at Cisco Systems
May, 12, 2004, .
http://bg.telephonyonline.com/ar/telecom_performanc T Route Processor(s)

e_similarities_nextgeneration/index.htm

1. ASCI White - U.S. Department of Energy’s Advanced Strategic Computing Initiative (ASCI) supercomputer
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Problem Statement & Factors

Wireless Mobility
Organic growth of coverage: 20 Mobility management and
millions of installed APs, growth mobility prediction are becoming
— tens of mio per year ubiquitous services

Immunity Controllable Net mining

Affordable Self 5
_ D dable elf-management by
Analysis of anomalous epen informed autonomic
behaviour — business as Ambient decisions through
usual for all network Networking distributed continuous
services and systems guery processing
Convergence _Intelligence

. - Cost-aware policy-based self-

Support heterogeneity by built-in management structures based on
data synthesis governance hierarchies

After R. Katz, G. Karlsson, G. Leduc, G. Hjalmtysson, L. Mathy, G. Pujolle, T. Roscoe, R. Stadler, J. Strassner, C.
Tschudin, K. Calvert, S. Fdida, D. Raz, S. Schmid, , H. Schulzrinne, B. Plattner, M. Sloman, and many others
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Internet Patchwork
Internet Domain Survey Host Count
40000000 Ambient I-centric networking
400,000,000 +
350,000,000 +
300,000,000 1 Co-operative networks
250,000,000 +
200,000,000 +
150,000,000 +
100,000,000 +
50,000,000 4 IPv4
N EEEEEREEEEE: IPv6
5 B = E 5 & = 1_‘% = E 5 & = Self-Organisatipn Resilience] serformande Open DRM
Source: Internet Software Consortium [www.izc.org) Integration FaTe | ) Statelessne|s AAAC
What is a protocol these days? Availability | 5301 EngtoEng Ytilisation  yigcom
. . . Adaptivity Mobility E2E QoS
ymulti-phase call-setup mechanism, with the
resource management protocol interleaved
between two phases of call signalling” ) MIDCOM ”
. . ( POLICY SIP ,
draft-ietf-sip-manyfolks-resource-02.txt — V6°P‘ el
i enroll " IPv6 CoPM
f’x ldwq ngtrans ‘ BGMT-"M‘ ——_
.  APEX MPLS o PR
How well a patchwork of client-server T ~opES . Ccamp
protocols supports the requirements? Ebr PW D(ffServ o
|s complexity manageable? *~ RSVPVZ o i dOMR
. PK{X TEWG : SSM . mspp
Do we need to re-design the 40 years old IP2 ..’ . NSIS  spene O pana
> = e L \ SPIRITS -
< MMUSIC ,SIMPLE MANET SEAMOBY pc  pi—wel PP
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mz Internet Complexity Measures o

 Complexity ~ management and maintenance effort

« How many protocols an ISP needs to support? ~1400, but +

— Standards — 82

— Draft Standards - 69

Proposed Standards - 797 (SIP, RTP, MPLS, RTSP, ...)

— Experimental — 175

— Historic - 86 (html v.2, snmpv2, X.500. BGP-OSP interaction,....)
— BCP - 82 (XML Reqgistry, SIP Basic call flows, ...)

— RFC Editor Queue: in total 211; 96 already approved

http://www.rfc-editor.org/rfcxx00.html
I

+ Internet Drafts + ... + |ANA registered TCP/UDP port
1200 numbers: 8394 + ...
. Total Number of WG-IDs: 2289 I + Number of protocol parameters:
3 2ol = = 183 normative documents + ...
% W_G+Ind|V|duaI submission rate: + MIBs + ...
LR Min/ ?ggg;g;;_?:se%g%ﬁ/; =l vendor specific solutions + ...
= 4001 + interop + ...
2001 + CRM (SLA, etc.) +
ol + OSS + ...

vO0O0 v02 v04 v06 v08 v10
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With all this Complexity ...

Changes to IP

* |IP Is aleast common functionality for data transfer
between heterogeneous link layer technologies
— |IP datagram is self-contained (header)
— Supports exception handling (ICMP)
— Capitalises on ubiquitous infrastructure (IP module)

 Can we do the same for network control & management
plane? YES!

... Policy

... Address

.. Distribution

Google Search | ... Processing
.. Implementation

.. Configuration

.. Routing

.. Security

Wlthout G O 08 |

17
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Responding to a Challenge ...  communicaion

_____ Sl A Knowledge Plane for the Internet

me | Products & services | Support & downloads | My 3

=+ Select @ country AUTONOMIC COMPUTING
+ |EM Razearch Hame

David O. Clark®, Craig Partridge®, J. Christopher Ramming® and John T. Wroclawski*

+ |IEM Autonomic Home

Autonomic Computing
L *MLLT Lab for Computer Scimce #BBM Technologias +SRI International

= _ 200 Technology Squan: 10 Blowdion St 333 Raverswood Avenue
Wision & Manifesto | Cambridge, M#& 021359 Cambridge, M#& 02138 Mlenlo Park, CA S4205 1184
R=search Focus regularity. But now we face a fddc, jhwi@ics. mit edu craig@@bbn.com chrsramming@yahoo.com

Business Focus

Autonomic Communication fills the gap

With network selfware based on universal and fine-grained multiplexing
of numerous policies, rules and events that is done autonomously
but facilitates desired behaviour of groups of network elements.

* MiDCoM
Let the communication infrastructure compute
itself based on deswed behaviours

‘ \UH:) Ptk

N s lefServ J— PSA’V’P

CDI WPRIM ForCES IDMR

PKIX s RSVPVZ ss;v/ 7]&153# _— Self-similaritv of
= < TEWG - elf-similarity o
- /PT/ )~ PP NSIS S/PPING a7 S PANA trol ol
@ ¢ - S AN SPIRIT
i — MMUSIC ) S’MP LE MANET SEAMOBY PLC oM confrof plane
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N eW H I e r ar C h y Communication

 Emergent Control Hierarchy Organisation — ECHO

« Emergence of layers:
— evolution at many layers

— traditional middleware will create a layer on top of a protocol
stack

— network infrastructure evolution will create layers in-
“Sandwiched P€tween existing stack layers

g . MPLS = layer 2,5
emergence * a new abstraction layer _ ’
of layers 4 IPSec = 3,5
[D. Lane] « needs to create tWO interfaces tranSpl(_JIﬁDSECgUgty =4,5
=9, +

)

 Host Extension principle:

— a host shall not depend on any type of infrastructure but can
rely on it when eventually available:

 Virtual servers (DNS, DHCP, CIB, ...) at each host are hooks of
potential control trees rooted at host (e.g. LUNARNQ)

© 2000-2006, M. Smirnov, invited talk at ASWN 2006, Berlin 30.05.2006 19
ASWN 2006, Berlin, May 29-31 @ Fraunhofer FOKUS



[ | H1 Autonomic
THH . . . ) mic
ECHO: Evolution In Addressing  communicator
4 Address
Hirerarchy
6 N
2
—_——l 5
5 _ _ ee)
reqgistrar | provider | subscr. net host A
A\
4 _ 7y
provider | subscr. net host
3 2
orqg net | host || &
2 o
net | host v
1 y -
=
0 v - » Time
1978 1985 1992 1999 2006

Must keep adding levels of hierarchy to keep routing working
Hierarchy squeezes the address space; each additional layer reduces

total addressing capacity

© 2000-2006, M. Smirnov, invited talk at ASWN 2006, Berlin 30.05.2006
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i  ECHO: Evolution of QoS (1/2) conmcany

QoS
mechanisms _
Hierarchy
111981 level 1: per
RT Traffic TOS ' datagram
1991 Engineering |
Integrated Differentiated Over
Services Services Provisioning
QoS ’ v
Routin ) Network
Hierarchy - » PerHop Planning
level 2: per c T =
microflow M onges |ont « I
anagemen _ Network
[ l | Per Domalnj Dimensioning
o 2001 Hierarchy
End-to-End Domain wide 2001 level 3: per
flow

aggregate

ASWN 2006, Berlin, May 29-31 @ Fraunhofer FOKUS
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ECHO: Evolution of QoS (2/2)

Autonomic
Communication

: Out of band intelligence

PSTN

: Controlled complexity

Push Intelligence to ends

Best-Effort Internet

Minimal complexity (routing)

Scalability

Finer-grained intelligence

DiffServ

Push complexity to edges

Resilience

Out of band intelligence
u I

Communication
Controlled complexity

Increase intelligence (per service)

IntServ
Inject complexity (per flow state)
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| | HHH .
years ag O Communication
| B B

2 Contents - Netscape

File Edit “iew Go Communicator Help

I e e A 4 2 mW o & O @
Back Eanyarnd Reload Horme Search  Metscape Print Security Shop Stop

T J'Emkmarkx ‘_&. Net&ite:Ihttp:.-’.-’www.rand.u:urg.-’pul:uliu:atiu:uns.-’HM.-"F!M342EI.-" ;Iﬁ"#hat's Related

T L‘i zearch L‘i cadenius L‘i ietf L‘i fokus L‘i TUE L‘i de Zlea L‘i 263 L‘i higs Ci tools Ci MEW'S L‘i I The w'WIP Projec

MEMORANDUM

AUGOST 19¢ Self-Learing Policy & Rul

AUGUST 1964 ell-Learing rolicy uies

« ,What is envisioned is a network of unmanned digital
switches implementing a self-learning policy at each node
so that overall traffic is effectively routed in a changing
environment--without need for a central and possibly
vulnerable control point”

« ,The network can be made rapidly responsive to the
effects of destruction, repair, and transmission fades by a
slight modification of the rules for computing the values on
the handover number table”

Source: Paul Baran, ODC, 1964, v.1. RM-3420-PR, ch4
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|| HHH
n Local Self-adaptive Control Example  communicaion

= c

High o - f
i Sensitivit ’ L’:ﬂm ok p 7
/ Ff/ P
Eobol ..-“.“w > ‘M >
3 SRR R | : T LA T
2""3“‘“'-' g2 . d3 }ticluy g—"r——o- a2 s
B dheliny
1 - Ackditional traes delas
After Jim Roberts, France Telecom R&D, 2003 & Jr > Class] swnIMjr;k:?rrt'umls
A g > Class2 clnss when the
Ve - \ 4 » Classd /Congesnion Juder grows
R1: Effective bandidth \ firom CIH, i Clty

After Fernando Bo , UoC, 2003

vs Threshold

R2: SFreaming/EIastic Control Mechanism " R3: Global fairness \
ratio ~~ Rule-BaseProcessing J among service
Tb _ F(Z Rs /Z Re) Meta rules (F, ...) \ classes D
N g Rules

Rules
» > -
/'/ ‘ > S .
i m '!"'m |
Classification ¥ Measurement )
© 2000-2006, M. Smirnov, invited talk at ASWN 2006, Berlin 30.05.2006 24

ASWN 2006, Berlin, May 29-31 @ Fraunhofer FOKUS



Autonomic

End-to-End in AC sense

The “end-to-end argument” postulates that no functionality, and/or intelligence
critical for end-to-end communication should be placed inside the network

N

Routing

A

AUTO

QoS

Security

Mobility

:
L

OMIC

Media

Context

Wireless

The AC “end-to-end argument” postulates that no functionality, and/or intelligence
that can not self-recover should be placed inside the network
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Current Dllemma Communication

Network operators are challenged by the Internet profit dilemma: lack of ROl in
infrastructure upgrade, flat-rate crisis that is mainly due to the lack of settlement
(wholesale) interfaces between operators. IPSphereforum.org perceives this as the
main danger to the telecom sector. AC solution is SON as the Unit of Trade.

_ Retail ‘Wholesale:!
interface . interface |
H customer [«—(_SLA )—m|network provider |« — — - — ~|network providerh

App. if

t

v

A

vendor_[i- = = 3~ - ~» vendor |

Network if | vendor_|f

H application

L

A\ 4

H network |s——{ OAM — _vendor ﬂ

(Mechanism if)

Hmechanis «——( oAM }———

A 4
A A A

{mechanism
o |
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m MUltI'tIer DependenCIeS Communication
- — Internet Infrastructure STUETETE

Service Infrastructure
App.-level Service
Function Surround

MO[J}10M\ Bulssasoud

\ﬁumeuﬁ!s eIPON

N

/

The opportunity is h‘éng: in-n‘étwork correlation and coopeart'r(fliof pzfﬁ types of workflows

- Underlay network
_ Media
- policy Processing becomes aware
@ - state data

y > Workflows of SON data and
_ | policies !
FSM state \\ % /
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SON as a Unit of Trade

Autonomic
Communication

H

customer

A

( App. if )

application

[ Join/
Leave

Retalil

interface

{ SLA )

A\ 4

network provider

( SLA )

a

A\ 4

network provider

\\\
R

e
( Network if >
I

Web

HDTV

All-IP network

@/Iechanism @

mechanism

<

In-network
Business Objects
and Business
Processes

Vholesale
nterface

.
S -

___.l/—
__]/__

—T1

( Network if)
I

All-IP network

@/Iechanism D

mechanism

4
S

<
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Node's Behaviours

Autonomic
Communication

How many workflows? Just few! {receive [-classify] [-firewall] [-
execute][v4/v6 interop][SSL process] -forward [-meter -schedule] —

transmit}

an |IPv6 Router, Proc

H. Hegde, Building

Ol V4 Fwd

/ < Fl,3

O |V4 HdrDec
< F11

ACL

Receive
I:1

%glﬁ

wd V6 Herec}
F
< 1,2

eedings of 2002 Communications Design Confe

rence, Network Processing Forum

o .
&)J: Tralgsmlt }
< 7

0, O3

J4 Js5 —~

After: R. Kokku, T. Riche, A. Kunze, J. Mudigonda, J. Jason,H. Vin, A Case for Run-time Adaptation in Packet Processing
Systems, ACM SIGCOMM Computer Communication Review, Volume 34, Issue 1
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Self - M an ag em ent Communication

« Self-Management of network nodes

— Distributed Task
* not a single node does everything
« every node according to its own capabilities

— Self-Organize Roles of who's doing what
— Self-Monitor for Failure and Auto-Correction

Role f MA | N2 | N3 | N4
Baclkup

W_A O oK
V_B O X
V_C e O
V_D b O | X

oneof-function for
distributed role computation

Self-Management=Context Awareness + Dynamic Role Assignment
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Decision Making in Uncertainty  communicaton

Sharing the same motivation with IBM’s Autonomic Computing (self-management
of IT) Autonomic Communication’s main goal is to enable in-network decision

making that is challenged by incomplete or uncertain information

Knowledge Plane

Analyze
:IB\\/I Or;ltor Autonomic Elan |
naltyze Decision : .
Plan Making in deep Fitness Behaviour Rules
Execute uncertainty T
Network Climate
ltonomic Autonomic
mputing Communication
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L B CO m m u n Itl eS ! Communication
Issue Approach _—— AC Take
| / community of
Traffic theory _ features serving a
(demand <> capacity «<»  flow-aware networking single flow
performance)

Better intrusion detection

Single QoS metric at
feature level for all app.
classes

dynamic degradation
distribution

community of
features serving all
flows of the same
class

Stateless per flow
guarantees (short-term

measurement-based

Better resource managemen

community of
features empowered

traffic management CAC by IPFIX/PSAMP
slzgision meldng), Better scalability
community of
o features involved in
Contracted access mediation

SLA provisioning and
monitoring
\Better fairness /

After. Michael Smirnov, Jon Crowcroft QoS Roadmap for Future Internet Services, in LNC 6

S
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Community Power

Autonomic
Communication

ANE
Community

/ Defines \

Etiquette «— Governance

Fithess

\ /

\ Establishes Pre-condition /

Streamlines Progresses

S~— Trust ‘*”///
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hank you!

http://www.autonomic-communication.org
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